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Abstract
We release MMSMR, a Massively Multi-System MultiReference dataset to enable future work on dialog metrics and
evaluation. Automatic metrics for dialogue evaluation should be robust proxies for human judgments; however, the
verification of robustness is currently far from satisfactory. To quantify the robustness correlation and understand
what is necessary in a test set, we create and release an 8-reference dialog dataset by extending single-reference
evaluation sets and introduce a new language learning conversation dataset. We then train 1750 systems and evaluate
them and publicly available large models on our novel test set and the DailyDialog dataset. In addition to the novel test
set, we release model hyper parameters, inference outputs, and metric scores for each system on a variety of datasets.
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1. Introduction

Automatically evaluating social conversational
agents (a.k.a. social dialogue systems or chatbots)
is a challenging task that, if solved, would save
time and money by making it easier to tune or
evaluate such agents. There are three prevail-
ing methods for evaluation: reference-based
metrics f(ût | {rt}), reference-free metrics
f(ût | ut−1 . . . , u0), and perplexity f(ût), where
ût is the model generated response, {rt} are
a set of references, and ut−1 is the previous
utterance in the conversation. Evaluation metrics
such as BLEU (Papineni et al., 2002), ME-
TEOR (Banerjee and Lavie, 2005), ROUGE (Lin,
2004), BERTScore (Zhang et al., 2019), and
BARTScore (Yuan et al., 2021) are reported in
the evaluation of open-domain chatbots models
despite evidence of weak statistically significant
correlation with human judgments (Liu et al., 2016;
Yeh et al., 2021; Zhang et al., 2021). There is some
evidence attributing the low correlation between
reference-based metrics and human judgments
to the “one-to-many” problem in conversational
dialogue (Galley et al., 2015; Zhao et al., 2017;
Gangal et al., 2021), whereby there can be multiple
appropriate responses to a given input, and only a
single ‘ground-truth’ reference response is used.
Prior work demonstrated a higher correlation
between automatic metrics and human judgments
when using multiple references on the DailyDialog
(Li et al., 2017) dataset (Gupta et al., 2019). Build-
ing upon this work, we extend the investigation to
other datasets and employ a distinct methodology

for gathering human annotations. A limitation
of prior datasets is that the number of systems
evaluated is extremely sparse (Zhang et al., 2021).

To address such limitations, we (will, on publica-
tion) release MMSMR, a Massively Multi-System
MultiReference dataset. Our contributions are:

• We create and release a new conversational
evaluation dataset based on hand-crafted con-
versations from material for teaching English
as a second language1 (ESL).2

• We collect and release multiple diverse
‘ground-truth’ human-generated reference re-
sponses for the ESL and NCM datasets.

• We train and release outputs of 1750 models
on these data sets to enable the study of how
metrics perform on a variety of models.

• We release the parameters to enable research
on metrics without re-training new models.

• We release (sampled) inference from six large
open-source models.

• We demonstrate the utility of the above contri-
butions through analysis.

MMSMR is designed to test the robustness of dia-
log evaluation metrics in a statistically robust way.3

1rong-chang.com
2A subset of the prompts was made available online

for use by other researchers in the past, but the dataset
has not yet been published or released in full.

3As this paper provides a framework for evaluating
the evaluation metrics, the title is intentional—we focus
on choosing the method fro choosing.

http://www.rong-chang.com


2. Background & Related Work

Our work uses MMSMR to analyze automatic dialog
metrics. We are far from the first to evaluate metrics
using multiple annotations. Both multiple human-
generate references, as well as multiple automatic
references, have been explored (Gupta et al., 2019;
Galley et al., 2015; Gangal et al., 2021). In partic-
ular, Gangal et al. demonstrate that automatically
expanded reference sets improve correlations be-
tween human ratings and automatic metrics.

Other related prior work explores the relation-
ships between metrics. In Yeh et al. (2021), 23
automatic evaluation metrics are evaluated on 10
datasets which are assessed to compare their
shortcomings and strengths. In contrast to our
work, past datasets rarely contained multiple refer-
ences and also had few contrastive dialog systems.
Similarly, Deriu et al. (2021) surveys new evaluation
methods that reduce human interaction.

To the best of our knowledge large multi-system
datasets do not exist for dialog evaluation; however,
Zhang and Duh (2020) performed a grid search on
machine translation and released it for research in
hyper parameter optimization.

2.1. Dialog Evaluation Metrics

Automatic dialog evaluation metrics are mainly of
two types: model based and rule based. The model
based metrics measure the quality of responses
that are generally trained. Rule-based metrics an-
alyze the system response using heuristic rules
based on human references and conversation con-
text.

Several string overlap metrics are borrowed from
other NLP tasks. In these metrics, the model out-
put is compared to a human reference response.
Bleu (Papineni et al., 2002), and Meteor (Banerjee
and Lavie, 2005) come from machine translation,
and Rouge (Lin, 2004) comes from summarization.
Bleu is based on string matches using n-gram pre-
cision of the responses; Meteor includes synonyms
and stems for computing the score. Rouge on the
other hand uses n-gram recall. The effectiveness
of these word overlap metrics has been a source
of great debate (Liu et al., 2016; Lowe et al., 2017;
Gupta et al., 2019; Galley et al., 2015).

Early model based metrics compute similarity
between context and reference word embeddings
(Mikolov et al., 2013b; Pennington et al., 2014;
Mikolov et al., 2013a). BERTScore (Zhang et al.,
2019) uses contextual embeddings for computing
token similarity.

Prism (Thompson and Post, 2020) and
BARTScore (Yuan et al., 2021) use sequence-level
model scores. Prism uses a sequence-to-
sequence paraphraser to score the output condi-
tioned on human references, while BARTScore

uses BART (Lewis et al., 2020), a denoising model.
DialoRPT (Gao et al., 2020) is based on a set of
GPT-2 models which are fine-tuned on a Reddit
human feedback dataset.

USL-H (Phy et al., 2020) is a metric that is flexi-
ble to a task where a method is proposed to com-
pound metrics called USL-H, which is Understand-
ability, Sensibleness, and Likability in Hierarchy
which is a single metric. USL-H combines three
different models valid utterance prediction (VUP),
next sentence prediction (NSP), and masked lan-
guage model (MLM) where each model is trained
on different tasks.

Prompt A: I have a big surprise for you!
B: Is it a new toy?

References R1) No you have enough toys al-
ready. R2) I can’t tell you yet! ...
R8) Come out and look.

System
Outputs

S1) It is a new car I got. I was sur-
prised when I saw the price. I’m
so very happy! S2) It is a toy that
I got for my son. It is an electronic
toy ...

Table 1: Dataset and Inference Snapshot on ESL2

3. Dataset Creation

Here we describe our collection methods for the
3500 multiturn conversations, multiple references
for each prompt, and ratings for model generated
responses.

3.1. ESL Multiturn Dataset

We scraped 3500 multiturn conversations (10+
turns) on a variety of topics that are used for in-
structing ESL speakers from rong-chang.com.4
We randomly sampled 1000 snippets of 2 or 3 turns
from the 3500 conversations. We name these the
ESL2 and ESL3 test sets. A snapshot of ESL2
dataset including inferences is shown in Table 1.

3.2. Multireference Collection

In order to collect multiple references for each
prompt, we created a HIT (human intelligence task)
on Amazon’s Mechanical Turk (AMT) and recruited
crowdworkers. Each worker was shown 10 one-,
two-, or three-turn conversations drawn from the
Neural Conversational Model (NCM) (Vinyals and
Le, 2015; Sedoc et al., 2019), ESL2, and ESL3

4We received permission to scrape and distribute a
subset of the data.

https://www.rong-chang.com


datasets and asked to provide 2 to 5 responses to
the last turn in each conversation.5

Beyond our quality control filtering, we analyzed
the following: the average Jaccard distance of re-
sponses both for workers against themselves and
against all of the provided responses for a prompt,
the average number of responses provided by work-
ers, and the fatigue factor for each of the prompt
datasets. Across each of our datasets, the average
Jaccard distance between each reference is high
(at or near .9 across the board). Therefore, we
conclude that there is high diversity among the
collected references. This fact is key to the suc-
cess of evaluation using multiple references (Gan-
gal et al., 2021).

3.3. Model Responses

In order to understand how different metrics are
able to distinguish between the quality of different
models, we needed a large, diverse collection of
model outputs. We collected these by using large
pretrained models, and by training our own models.

The pretrained models we used are: Blenderbot
(Shuster et al., 2022), Open-Assistant SFT-4 (Ope,
2023), Koala (Geng et al., 2023), MPT-7B-Chat
(MPT, 2023), FastChat-T5 (Zheng et al., 2023), and
Vicuna (Chiang et al., 2023). We employed a vari-
ety of temperature and sampling strategies for each
model to generate diverse outputs.

Following Khayrallah and Sedoc (2020), we
trained 1750 Transformer (Vaswani et al., 2017)
chatbots in fairseq using base parameters from
the flores benchmark for low-resource MT
(Guzmán et al., 2019). In order to explore the
full space of models with a variety of performance
levels, we performed a hyperparameter sweep
of regularization parameters, including Sentence-
Piece (Kudo and Richardson, 2018) vocabulary
size, dropout, attention & relu dropout, and label
smoothing. We also used 8 different decoding
strategies. We trained on the DailyDialog corpus
(Li et al., 2017), as released by ParlAI (Miller et al.,
2017).6

4. Methodology

To validate the utility of our dataset, we ask a few
basic questions about the metrics. In particular, we
aim to validate or challenge relationships between
well-established metrics. Our approach is to evalu-
ate outputs using multiple references rather than a

5The HIT html will be available in the supplemental
materials. We use the AMT filters of location:US, ap-
proval rate > 95, approved HITs > 1000. Further details
will be available upon publication.

6Information for replication and about hyperparame-
ters will be available upon publication in the Appendix.

single reference. For multiple models’ responses
to the same prompts, we use multiple evaluation
metrics to score each of them.

We explore: (1) The Pearson and Spearman
correlation between metric evaluations and human
evaluations, (2) the Kendall rank correlation coeffi-
cient between metric evaluations and human eval-
uations, and (3) the relationship between output
similarity and metric evaluations.

5. Analysis

Mathur et al. (2020) showed that correlating a ma-
chine translation metric with human judgments is
far easier when considering all systems (including
very weak ones) than when only considering top
systems. Text simplification metrics also have simi-
lar behavior, where the correlation between metrics
and human judgments decreases when filtered by
system quality (Alva-Manchego et al., 2021).

This is somewhat intuitive: truly terrible systems
are easier to differentiate from good ones. There-
fore, we consider how well the metrics correlate
overall, and when only considering the top systems.

We define top scoring as any system that is in
the 99th percentile of systems on any metric. Fig-
ure 2 shows that top scoring systems constitute a
large percentage of systems overall, which further
highlights the disagreement between metrics. 48%
of the systems are in the 90th percentile or above
on some metric for NCM. If the metrics were in
perfect agreement, only 10% of system would be
in the 90th percentile. With so little agreement, it
can be particularly hard to know which metrics to
trust, highlighting the need for such a dataset for fur-
ther metrics research. Figure 1 shows Spearman
correlations between the various metrics (also see
additional tables in the appendix). The bottom left
half of each table shows the correlation between
the metrics on all systems. The top right half shows
the correlation between the top scoring systems.

Unsurprisingly, correlations are much stronger
overall when comparing all systems rather than
only comparing the top systems.

Meteor, Bartscore, USL-H and nup do not cor-
relate well with other metrics, and have negative
correlations in many settings. We note that Metor
and Bartscore correlate well with each other. A
lack of correlation with other metrics is not neces-
sarily an indication of quality of a particular metric.
But rather, this shows that there is poor agreement
amongst metrics, and the metric chosen can have
a large impact on the final ranking of ssystems.

6. Conclusion

We (will, upon publication) release MMSMR, a
Massively Multi-System MultiReference dataset to
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Figure 1: Spearman correlations between various metrics on the ESL3 test set. The bottom left includes
all systems, the top right is the top ones.

Figure 2: The percent of data retained when thresholding on a percentile for any of the metrics. The
dotted grey line shows the percentage that would be retained if all metrics were in perfect agreement.

enable future work on metrics and evaluation for di-
alog. The dataset contains 1000 two and three-turn
prompts with multiple human-generated references.
We train 1750 systems and evaluate them on our
novel test set and the DailyDialog dataset. We also
evaluate publicly available models on these data
sets. Our analysis of the metrics shows that the
correlations are lower when considering only the
top systems than when considering all systems.
Our findings show the utility of this novel test set,
and model hyper parameters, inference outputs,

and metric scores for each system on a variety of
datasets.

Limitations

We note that our contribution is meta-evaluation,
not evaluation. Our goal is not to determine the
best metric, but rather to provide a data set with
which future work can try to answer that question.

We also only consider open source models, and
therefore we do not use the recent OpenAI models.



This work’s focus is only on English language
datasets. More morphologically rich and/or lower
resource languages may present additional chal-
lenges for evaluation. We hope this work motivates
future work on meta-evaluation of chat-bots in more
languages.

Our work focuses on next turn utterances in re-
sponse to a prompt rather than at a dialog-level.
This means that our dataset might not be as appro-
priate for examining dialog-level metrics.

Ethics Statement

Chatbots and their potential ethical impact have
come into recent focus. This work focuses on the
meta-evaluation of chit-chat bots, with a focus on
quality. We note that there are other impacts of
such models that must be considered before poten-
tial use of them. The decisions used in evaluating
models determine what kinds of models will impact
users.
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